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Abstract
There are several ways to employ machine learning for automating subject indexing. One popular strategy is to utilize a 
supervised learning algorithm to train a model on a set of documents that have been manually indexed by subject matter 
using a standard vocabulary. The resulting model can then predict the subject of new and previously unseen documents by 
identifying patterns learned from the training data. To do this, the first step is to gather a large dataset of documents and 
manually assign each document a set of subject keywords/descriptors from a controlled vocabulary (e.g., from Agrovoc). 
Next, the dataset (obtained from Agris) can be divided into – i) a training dataset, and ii) a test dataset. The training dataset 
is used to train the model, while the test dataset is used to evaluate the model's performance. Machine learning can be 
a powerful tool for automating the process of subject indexing. This research is an attempt to apply Annif (http://annif.
org/), an open-source AI/ML framework, to autogenerate subject keywords/descriptors for documentary resources in the 
domain of agriculture. The training dataset is obtained from Agris, which applies the Agrovoc thesaurus as a vocabulary 
tool (https://www.fao.org/agris/download).

1. Introduction
Machine learning can be applied to automate the subject 
indexing process in several ways. One common approach 
is to use a supervised learning algorithm to train a model 
on a dataset of documents that have been manually 
indexed (by subject) using a standard vocabulary (like 
established subject headings lists, thesauri, taxonomies 
etc). The model can then be used to predict the subject 
of new, unseen documents based on the patterns learned 
from the training data. To do this, the first step is to gather 
a large dataset of documents and manually assign each 
document a set of subject keywords/descriptors (e.g., 
from Agrovoc). Next, the dataset (obtained from Agris 
and curated as per the needs) can be divided into – i. A 
training dataset; and ii. A test dataset. The training dataset 
is used to train the model, while the test dataset is used to 
evaluate the model’s performance. Once the training and 

test datasets are prepared, a machine-learning algorithm 
can be applied to learn the relationship between the 
content of the documents and their assigned subject 
keywords or descriptors. This can be done using a variety 
of algorithms, such as Support Vector Machines (SVMs), 
decision trees, or neural networks. Once the model is 
trained, it can be used to predict the subject of new, unseen 
documents by analyzing the content of the document 
and assigning it the most appropriate subject labels 
based on the patterns learned during training. There are 
considerations to keep in mind when applying machine 
learning to automatic subject indexing, such as choosing 
an appropriate machine learning backend, preparing and 
preprocessing the dataset, and evaluating the model’s 
performance. However, with the right approach, machine 
learning can be a powerful tool for automating the process 
of subject indexing.
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This research is an attempt to apply Annif (http://
annif.org/) as an open-source AI/ML framework to auto-
generate subject keywords/descriptors for documentary 
resources in the domain of agriculture. The training 
dataset is obtained from Agris, which uses Agrovoc 
thesaurus as a vocabulary tool (https://www.fao.org/
agris/download). Agris has made available for download 
a collection of metadata that describes books, journal 
articles, monographs, book chapters, datasets, and grey 
literature, such as unpublished technical reports, theses, 
dissertations, and conference papers in the fields of food 
and agriculture since 2020. Agrovoc, on the other hand, 
is a multilingual thesaurus of terms related to agriculture, 
forestry, and food production. It is developed and 
maintained by the Food and Agriculture Organization 
(FAO) of the United Nations and is used to index and 
classify information related to these fields. It contains 
40,679 concepts and 9,63,000 terms, in 41 languages 
(as of December 2022) and is available for download 
in different RDF serializing formats (RDF, NT, TTL  
etc).

2.  Review of Literature and 
Overview of Systems

The TF-IDF language model is a widely used in many AI/
ML-based text prediction systems since the mid-1970s 
(Salton et al., 1975; Salton and McGill, 1983; Wu et al., 
2008). Subject indexing involves assigning relevant terms 
from a standard vocabulary to convey the main themes of 
a document being processed. Trained indexers typically 
assign multiple descriptors to support the retrieval of 
pertinent documents for a given query. The ISO standard 
(ISO 5963:1985, last reviewed in 2020) outlines three 
fundamental steps for subject indexing: 1. Identify the 
subject matter of the document; 2. Determine the aspects 
of the content that should be represented; and 3. Represent 
the subject content and its aspects using terms/descriptors 
from a controlled vocabulary (ISO, 1985). In 2016, Golub 
et al., expressed the opinion that it is premature to expect 
an automated subject indexing system to replace the 
complex process of subject indexing as defined by the ISO 
standard (Golub et al., 2016). One major reason is that 
automated systems are typically developed in controlled 
environments and do not account for complex real-
world scenarios. However, five years later, the authors 
reported the success of AI/ML-based indexing systems 

in libraries such as the Scorpion project of OCLC, which 
automatically generates DDC-based class numbers 
for books (Scorpion, 2022; Shafer, 2001), automatic 
classification of web resources based on UDC (Möller et 
al., 1999), predicts class numbers based on LCC (Frank 
and Paynter, 2004), and generates DDC-based class and 
FAST subject headings for a set of MARC records from 
the Worldcat database (Joorabchi and E. Mahdi, 2013), 
among other applications.

In the field of Library and Information Science (LIS), 
there are divergent views regarding the effectiveness of 
automated subject indexing. Some researchers believe 
that such systems hold great potential and can effectively 
process large volumes of text (Handler et al., 2016; 
Hillard et al., 2008; Purpura and Hillard, 2006; Roitblat 
et al., 2010; Young and Soroka, 2012). Others argue 
that a computer-assisted or semi-automated indexing 
system would be more practical in dealing with the 
complexities of subject indexing (Anderson and Pérez-
Carballo, 2001; Saracevic, 2007; Svarre and Lykke, 2014). 
This study aligns with the latter group and suggests 
that a computer-assisted human indexing system is the 
most feasible solution, given the current state of AI/
ML-based indexing tools and the complexities involved 
in subject indexing. One key issue with automated 
indexing systems is the challenge of comparing their 
performance with that of manual indexing, as the 
concept of “relevance” is subjective (Borlund, 2003). To 
address this issue, some researchers have proposed a 
new framework for relevance that distinguishes between 
“relevance-as-is” and “relevance-as-determined” (Huang 
and Soergel, 2013; Saracevic, 2007). The Normalized 
Discounted Cumulative Gain (NDCG) retrieval metric 
may also offer a solution for ranking subject descriptors 
in an automated subject indexing system (Lin et al.,  
2021).

Automated Text Classification was a major research 
area in the information system domain as huge numbers 
of documents could be classified in a short time, 
improving the productivity of human classifiers, and the 
level of effectiveness of automated text classification was 
high (Sebastiani, 2002). A Chinese researcher utilized 
the AGRIS database to retrieve scientific publications 
using Chinese keywords, but only 14 documents were 
returned. To improve search efficiency, AGRIS developed 
a multilingual search framework based on AGROVOC 
and a software module called the multilingual query 
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expression module, which resulted in the retrieval of 
166,639 documents using the same keywords (Celli 
and Keizer, 2016). To create a consistent dataset of 
specialization distances, a group of 21 people assigned 
values to a set of relations from a selection of terms from 
the AGROVOC. This resulted in two sets of specialization 
weights following the original order of the thesaurus, 
which was evaluated by 40 individuals. The tool proved 
helpful for search and information retrieval purposes 
and the visual representation of knowledge organization 
systems (Martín-Moncunill et al., 2017). An analysis 
of the thesaurus structure in the indexing process was 
conducted, evaluating the results of automatic subject 
indexing using four different thesauri (AGROVOC, 
High-Energy Physics taxonomy [HEP], National 
Agriculture Library Thesaurus [NALT], and MeSH). 
The use of a thesaurus-centric algorithm improved the 
quality of automatic indexing, with a weighted random 
walk resulting in an increase in Average Precision (AP) of 
9% for HEP, 11% for MeSH, 35% for NALT, and 37% for 
AGROVOC (Willis and Losee, 2013). A computer-based 
semi-automated indexing system was designed using 
the National Agriculture Library (NAL) thesaurus to 
submit agriculture resources in the Agriculture Network 
Information Collaborative (AgNIC) portal. The system 
automatically examined dedicated fields for the NAL 
thesaurus to determine how many times a word from the 
thesaurus appeared in the document. An indexer decided 
on appropriate terms, such as NAL subjects, top concepts, 
and categories, applicable for metadata (Salisbury and 
Smith, 2014). Lastly, a deep learning-based AMTNet was 
designed and trained to recognize agriculture machinery 
images automatically. The model was trained using an 
image dataset with seven types of machine images and six 
types of abnormal images, resulting in an accuracy rate of 
97.83% (Zhang et al., 2019).

In another work, the SCI database was searched for 
research works published in 2016 and 2019 related to 
agriculture or farming and deep learning resulting in 
120 retrieved publications. The analysis revealed disease 
detection, plant classification, land cover identification, 
and precision livestock farming as the main subjects 
of deep learning in agriculture (Ünal, 2020). Another 
review was conducted on articles published between 
2018 and 2020 retrieved by using machine learning and 
keywords such as crop management, water management, 

soil management, and livestock management, with crop 
management being the most prominent subject (Benos et 
al., 2021). A bibliometric analysis was conducted using 
the Diffusion of Innovation (DOI) and Unified Theory 
of Acceptance and Use of Technology (UTAUT) theories 
to determine the factors that influence the adoption of 
AI in agriculture. The analysis identified institutional, 
market, technology, and stakeholder factors (Sood et 
al., 2021). Lastly, a study investigated the use of AI in 
agriculture for irrigation, weeding, and spraying using 
sensors, robots, and drones. These technologies helped to 
reduce the use of excess water, pesticides, and herbicides, 
maintain soil fertility, improve productivity, and enhance 
the quality of crops (Talaviya et al., 2020). A study was 
conducted to examine the impact of the Internet of 
Things (IoT) on smart greenhouse farming. The current 
greenhouse farming technologies and state-of-the-art 
IoT technologies for smart greenhouse farming were 
examined. It was suggested that integrating environmental 
and crop-growing data through an “expert system” using 
artificial intelligence would assist farmers in decision-
making (Rayhana et al., 2020). IoT was identified as a 
critical area of technology for the future. Farmers will be 
able to obtain vast amounts of data on crop yields, soil 
mapping, fertilizer applications, weather data, etc., and 
make informed decisions by implementing IoT, making 
them more efficient, intelligent, and connected (Misra et 
al., 2022). Automated classification and subject descriptor 
projects in the LIS domain, such as those by NASA 
(Silvester, 1997), the National Library of Medicine (NLM) 
in the US (NLM, 2002), the National Agricultural Library 
of the US (National Agricultural Library, 2014), and the 
German National Library (Junger, 2018), are well known. 
However, these systems are not available for external 
use. The National Library of Finland developed the first-
ever fully functional open-source tool, Annif, which is 
available under the Apache 2.0 license. Osma Suominen 
and his team have published research studies on the tool’s 
automated indexing methodologies (Suominen, 2019; 
Suominen et al., 2022), and other researchers have used 
Annif in various projects (Hahn, 2021; 2022; Oliver, 
2021). Ahmed et al., (2023) developed a semi-automated 
indexing system using the Annif framework and Linked 
Open Data (LOD) like the Library of Congress Subject 
Headings (LCSH) control vocabulary, training it with 
a large MARC21 bibliographic dataset, and providing 
subject descriptors with rank score automatically 
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through Command Line Interface (CLI) or Web User  
Interface. 

3.  Objectives
The major objectives of this research study are as follows:

•	 To load Agrovoc as a LOD dataset inside the 
selected AI/ML framework (here Annif).

•	 To prepare a large bibliographic dataset covering 
the agriculture domain, preferably with abstract/
summary notes, in a format suitable for Annif 
(based on the Agris database).

•	 To examine and assess the accuracy of subject 
descriptors suggested by Annif, and to design a 
mechanism for large-scale use of the framework.

4.  Research Questions
The statement of research problems in tune with the 
stated objectives are:

RQ1:  What are the steps to set up the Annif 
framework and its related tools, and which 
RDF serialization format of Agrovoc is 
recommended for vocabulary loading?

RQ2:  How can we acquire bibliographic records from 
the AGRIS source and combine them smoothly 
into a unified dataset? Additionally, what steps 
are necessary to transform the merged file 
into a format that is appropriate for the Annif 
framework, which includes a Title-Abstract | 
<URI of Agrovoc descriptor>? Lastly, how do 
we generate a test dataset using the curated 
dataset?

RQ3:  What are the steps to assess the indexing 
effectiveness of Annif using various retrieval 
metrics? Additionally, how can OpenRefine 
be incorporated into the Annif framework to 
generate proposed descriptors for a significant 
quantity of documents based on text corpora 
created by merging title and summary notes?

5.  Methodology
The foregoing section gives an overview of the tasks 
required to fulfil the stated goals of this research study, 
but a close analysis of the objectives and RQs reveals that 
the activities related to accomplishing the objectives may 
broadly be grouped under the following steps: 1. Obtain 
AGROVOC as a LOD dataset and fine-tune the obtained 
file’s SKOS structure as required by the Annif framework; 
2. Collect as many bibliographic records from AGRIS as 
possible, preferably with subject descriptors (DC.Subject) 
and summary notes (DC.Description); 3. Merge AGRIS 
files to generate a single consolidated file and then export 
the file in a format suitable for OpenRefine data wrangling 
software by using GraphDB; 4. Reconcile the subject 
descriptors as available in the file by using the linked data 
service of AGROVOC to fetch and extract the subject URIs 
of the descriptors as Annif needs the file in the form- Text 
corpus (may be a combined field of title and summary 
note) and the URIs of the assigned subject descriptors (in 
the case of more than one URI for a given text corpus, the 
URIs must be separated by a space); 5. Load the SKOS-
compliant vocabulary (here AGROVOC) generated in 
step 1 into the Annif framework; 6. Train the framework 
with the curated bibliographic dataset generated in step 

Target Tools Purpose

Framework 
for automated 

subject 
indexing

Python Virtual Environment
(Python 3.8.16 version and PIP)

Requires to install and configure Python 
virtual environment with Python (3.8+) 

and PIP (22.0+) for Annif and its associated 
components.

Annif (version 0.59)
(with NLP and ML tools)

https://github.com/NatLibFi/Annif/

The main component of the framework is 
available as an open-source tool including 
components like TensorFlow and Gensim.

Language Models and Tools
(Annif virtual environment will 

select appropriate versions)

NLTK model for punctuation rules (punkt); 
and machine learning backends like fastText; 

Omikuji; and Neural network ensemble.

Table 1. Components of the framework
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4; 7. Measure the system’s indexing efficiency using a set 
of appropriate retrieval metrics; and 8. Test the system for 
large-scale subject descriptor production using a suitable 
script. The details of these tasks are discussed in depth 
under four facets in this section:

5.1  Building the Framework
Like most of the AI/ML systems, Annif (whose present 
stable release is version 0.61) also works in the Python 
virtual environment (version 3.8 or higher of Python). The 
basic Annif package includes may many learning backends 
like TF-IDF etc, analyzers like Simplemma etc, and 
components like TensorFlow and Gensim. Additionally, 
the framework may be powered by NLTK punctuation 
rules (punkt) and advanced backend algorithms like 
fastText Omikuji, neural network ensemble, etc. The 
details of the components in the framework are given in 
Table 1.

The backend algorithm in Annif may be TF-IDF, 
Omikuji, MLLM, Ensemble, PAV, or NN ensemble. The 
selection of an appropriate backend algorithm and a 
suitable analyzer based on the nature of bibliographic 
data are crucial decisions for the efficient and expected 
performance of the framework. A detailed discussion of 
the backend algorithms and analyzers of Annif is available 
in the software Wiki (https://github.com/NatLibFi/Annif/
wiki).

5.2  Developing the KOS Backend
The framework needs a structured standard vocabulary to 
start with. In Annif, a standard vocabulary may be added 
in two ways: 1. Feeding a SKOS-compliant vocabulary in 
any common RDF serialization format (like RDF/XML 

(.xml), N-Triple (.nt), Turtle (.ttl), etc.); or 2. Using a 
vocabulary file in a UTF-8 encoded TSV file, where the 
first column contains a subject URI and the second column 
includes the corresponding label (subject descriptor). As 
most of the standard vocabularies that are in use in the 
LIS domain, like LCSH, MeSH, Agrovoc, and UNESCO 
thesaurus, are available as SKOS-compliant KOS, the 
additional work of preparing a TSV file in the given 
format may be avoided. This research study has deployed 
the RDF/XML format of Agrovoc available from the Food 
and Agriculture Organization (FAO) (https://agrovoc.
fao.org/browse/agrovoc/en/). The Agrovoc LOD dataset 
as obtained requires cleaning to eliminate redundancy 
and other limitations. Therefore, it is cleaned by using a 
tool developed by the National Library of Finland named 
Skosify, and then the cleaned file is validated through 
the utility RDF Validator as developed by W3C (Table 
2). The command to feed the ready vocabulary inside 
the Annif framework is - annif load-vocab <path/to/RDF  
file>.

5.3  Preparing the Training Dataset
After the vocabulary feeds inside the framework, it 
requires training to ensure efficient prediction of subject 
descriptors against a text corpus (usually a combination 
of the title of a document and its abstract or summary 
note, separated by space or any other character – here the 
double pipe || sign). The framework requires a training 
dataset as a TSV file with the first column containing a 
text corpus and the second column containing the URIs 
of the subject descriptors from Agrovoc (to be enclosed 
with angular brackets <>). The descriptors are assigned 
by trained LIS professionals from Agrovoc. In the case 

Target Dataset and Tools Process and Purpose

Vocabulary
dataset

preparation

Linked Open Dataset for 
AGROVOC

(in RDF/XML format)

The SKOS-compliant Agrovoc in RDF/XML 
format is deployed to develop the backend KOS 

for the framework.

Skosify
(github.com/NatLibFi/Skosify)

It converts the RDF/XML file of AGROVOC into 
a clean SKOS file by eliminating redundancy and 

removing duplicates and other inconsistencies 
automatically.

RDF Validator
(w3.org/RDF/Validator/)

It performs the role of a strict validator of the file 
generated through Skosify before further use.

Table 2. Dataset and tools for preparing the KOS
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of more than one descriptor, the URIs of the descriptors 
must be separated by one space (Table 3).

This research study applies a large volume of 
DC-formatted bibliographic datasets with subject 
descriptors (DC.Subject) assigned by LIS professionals 
based on Agrovoc. This dataset 1. AGRIS file has been 
downloaded from FAO official portal (https://agris.fao.
org/agris_ods). The downloaded zip file contained 179 
numbers of the directory with a total of 2416 numbers 
of RDF files; all RDF files have a large volume of data; 2. 
After the completion of the download of the AGRIS ODS 
file, the RDF file has been checked and found to contain 
an error in XML closing syntax. </bibo:Article rdf:about 
= “http://agris.fao.org/aos/records/AG9400125”>; 3. The 

data volume of 2416 numbers of RDF is too large, the 
RDF file has been grouped into small sizes; 4. The file has 
total 2416 numbers of RDF files with a large volume of 
data. So, it’s not possible to correct XML syntax manually. 
This research adopted two tools - jEdit and Regex for 
this purpose. The tool jEdit is an open-source text editor 
tool that comes under a GPL-2.0 license. It is written in 
Java. It can be downloaded freely. Regular Expression or 
Regex is a sequence of characters that specifies a search 
pattern in the text. With the help of jEdit and Regex, 
the error has been corrected. Search <\/bibo:Article 
rdf:about=”http:\/\/agris.fao.org\/aos\/records\/[^”]+”> 
and replace with </bibo:Article>; 5. Ontotext GraphDB is 
a Graph Database and Discovery tool which is compatible 

Text corpora AGROVOC subject descriptors (URI)

Immunisation against ovine caseous lymphadenitis: 
correlation between Corynebacterium 
pseudotuberculosis toxoid content and protective 
efficacy in combined clostridial-corynebacterial 
vaccines [sheep] || Groups of sheep were dosed 
with vaccines containing C. pseudotuberculosis 
toxoid combined in varying amounts with 5 
clostridial antigens. A positive correlation was 
found between amount of C. pseudotuberculosis 
toxoid administered and degree of protection 
obtained. Chromatographically-purified toxoid 
induced essentially the same protection, suggesting 
that anti-toxic immunity is the major factor in 
protection.

<http://aims.fao.org/aos/agrovoc/c_426>
<http://aims.fao.org/aos/agrovoc/c_12288>
<http://aims.fao.org/aos/agrovoc/c_7030>
<http://aims.fao.org/aos/agrovoc/c_3803>
<http://aims.fao.org/aos/agrovoc/c_1680>
<http://aims.fao.org/aos/agrovoc/c_16405>
<http://aims.fao.org/aos/agrovoc/c_32099>

Table 3. Structure the training dataset required for the framework

Figure 1. Final structure of the training dataset in OpenRefine.

https://agris.fao.org/agris_ods
https://agris.fao.org/agris_ods
http://agris.fao.org/aos/records/AG9400125
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with RDF and SPARQL and available as a free tool. With 
the help of GraphDB, the grouped RDF file has been 
merged into a single RDF file; 6. The final data set has 
been prepared using Data Wrangling software named 
as OpenRefine with the help of a Python/jython script. 
OpenRefine, an open-source data wrangling software, 
allows us to select only the rows having certain tags, 
here text corpus in column 1 (title + abstract) and the 
corresponding URIs of the subject descriptor(s) from 
Agrovoc (Figure 1).

The curated dataset (around 0.82 million records 
having title, abstract/summary and subject descriptors 
(based on Agrovoc) from the Agris datasets is then 
divided into two sets – i. Training dataset (around 99.99% 
of 0.819 million records) and ii. Test dataset (around 
0.01% of 0.82 million records).

5.4  Measuring Prediction Efficiencies
The complex process of preparing a training dataset is 
valuable only if the prediction accuracy of an automated 
subject indexing system is as per expectations. There is 
an array of retrieval metrics, each with its advantages 
and disadvantages, to measure the efficiencies of an 
automated subject indexing system with scores. Annif 
supports many retrieval metrics like precision, recall, F1 
score, F1@5, and Normalized Discounted Cumulative 
Gain (NDCG) for measuring the accuracy of subject 
prediction. Some of these are order-unaware metrics 
(like recall, precision, F1 score, etc.) and do not take 
into consideration the order of the retrieved results set 
(Aizawa, 2003; Thomas and Uminsky, 2022). The order-
aware retrieval metrics (graded relevance) are Cumulative 
Gain (CG), Discounted Cumulative Gain (DCG), and 

normalized discounted cumulative gain (NDCG). Annif 
can predict subject descriptor(s) against a given text 
corpus and rank descriptor(s) by accuracy scores (based 
on backends), where scores vary with a range between 0 
and 1 (Figure 2).

6.  Access the Framework
The automated indexing framework can be utilized, 
based on a given purpose, in three different ways: 1) from 
the command prompt (Figure 2); 2. Through a Web UI 
micro-service running at port 5000 (Figure 3); and 3. 
Over the REST/API call. The command prompt-based 
access is meant for testing and not for large-scale use as 
it loads the model every time a query is triggered. The 
most appropriate way to get suggestions for descriptors 
for a large text corpus is through REST/API call-based 
access. The most important REST/API endpoint available 
presently is - /projects/project_id/suggest, for suggesting 
subject descriptors from the KOS in use (here Agrovoc) 
against a given text corpus in JSON format. The framework 
includes a Web UI as a micro-service to test the model. It 
allows the end user to select a project (here Agrovoc NN 
Ensemble project) from the drop-down list, and to add a 
text corpus in a textbox. The “Get suggestions” button will 
predict a list of subject descriptors from the vocabulary 
in use. Each predicted subject heading is hyperlinked 
through the URI with the vocabulary (here Agrovoc).

7.  Large-Scale Prediction
This research study has also achieved the goal as stated in 
objective 3, i.e., to develop a mechanism for large-scale 

Figure 2. Predicting descriptors in Annif with accuracy scores (Omikuji backend).
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use of the framework. It integrates OpenRefine, where text 
corpora are stored, with the Annif framework through a 
Python script (Mukhopadhyay, 2022; Mukhopadhyay 
et al., 2021). The script is required as Annif does not 
yet support GET requests but only the POST method 
to respond to a REST/API call. The Python script in 
OpenRefine can fetch suggested subject descriptors from 
the framework based on REST/API calls (POST request) in 
real-quick time. It has been observed that this mechanism 
can fetch subject descriptors for 821 bibliographic records 
in less than a minute.

8.  Conclusion
The field of Library and Information Science (LIS) 
is witnessing a revolution with the emergence of AI/
ML-based tools for processing large volumes of 

bibliographic records. Although the technology is still 
in its infancy, it has already shown its potential. In this 
context, it is important to note that the present AI/ML 
technology is a data-driven endeavour and the LIS domain 
has an edge in this technology owing to the availability 
of a large volume of indexed records (pre-labelled 
datasets). While AI/ML applications have traditionally 
been either commercial endeavours or initiatives of 
large organizations, open source and open datasets 
have broadened horizons, allowing LIS professionals to 
experiment with these next-generation tools. This research 
study presents a preliminary account of experimentation 
with an open-source AI/ML tool for bibliographic record 
processing. The tool offers a variety of sophisticated 
options that have not yet been fully explored, such as the 
use of spaCy as a multilingual document analyzer given 
the multilingual nature of the Agris dataset, and so on. 

Figure 4. Large-scale suggestions from Annif in OpenRefine (REST/API call).

Figure 3. The framework in Web UI (Neural network backend).
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The study highlights the potential of an open-source 
machine learning tool (Annif) in enhancing the efficiency 
and accuracy of knowledge organization activities. The 
results of the study can be useful to LIS professionals 
and researchers interested in exploring the use of AI/
ML-based tools for bibliographic record processing.
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